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TECHNOLOGY BRIEF

Want to run a cloud-based application against data that the StorNext® 
File System has stored in the cloud? Now you can. Need access to that 
data from other sites or looking to share files with business partners via 
the cloud? Now it’s possible. Even if you just want insurance that you can 
always get your data back from the cloud, through disaster or technology 
obsolescence, it’s here.
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StorNext software has been cloud friendly for a long time, making it easy to use public-cloud destinations or 
on-prem object stores (henceforth simply “the cloud”) to store and protect warm and cold data. But it hasn’t 
always been easy to access files that StorNext stores in the cloud from elsewhere. This changed dramatically 
with the release of StorNext v6.4. This Tech Brief explains these changes, describes a few of the many possible 
use cases, and illustrates how to automate one of them with a sample Microsoft PowerShell script.

HOW STORNEXT STORES DATA IN THE CLOUD

StorNext solutions store files into the cloud as objects with generated unique identifiers, or “keys.” This 
technique scales without bound, unlike the other common convention of making the object key equal to the 
source path and filename. Imagine a folder with tens of millions of files that gets copied to a cloud bucket 
using the file path and name as the object key. Now imagine someone renames that folder. Every object key 
must change – and because you can’t change the key once an object has been created, this means every object 
must be copied to a new object, which is very inefficient.

The tradeoff with the more scalable method the StorNext File System uses is that you can’t simply view the 
cloud bucket with any tool (e.g., AWS Console, Cyberduck, AWS S3 Browser, etc.) and know which source file 
corresponds with each object. The StorNext File System keeps track of this mapping, and until v6.4, you had to 
ask the StorNext File System for the information via the GUI, CLI, or a Web Services API call. This works fine 
when you have access to the StorNext system, but that’s not always the case.

StorNext File System maintains a one-to-one mapping between files and objects wherever possible. This 
means that each file is stored as a single object. The only exception is when the file is larger than the allowed 
maximum object size on the target cloud platform. In that case, the large file is broken into several sequential 
segments and stored as multiple objects. Maximum object sizes are typically multiple TB (e.g. the limit in AWS 
is 5TB), so segmentation is rare for most applications.

When StorNext File System stores a file into the cloud, the file content is stored in its original native form. 
There is no compression, deduplication, sharding, encoding, munging, or other manipulation of the content.
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NEW IN STORNEXT V6.4 – SELF-DESCRIBING OBJECTS
With the release of v6.4, StorNext software can now store additional metadata with objects, utilizing what 
are known as “user-defined” metadata fields. The new metadata fields are shown in Table 1, below.

The Path and Segment data stored provides all the information needed to map an object back to the 
source file. Because it is stored with the object in a standard way, this makes the objects “self-describing.” 
There is no need to interrogate the StorNext File System to make use of them.

USE CASES
Making objects self-describing opens many possibilities for re-use of the files StorNext File System stores 
in the cloud. For example:

• Cloud Data Recovery 
If your StorNext system isn’t available due to a disaster, or decades from now you discover data in the cloud 
stored by your long-obsolete StorNext system, you can recover it.

• Cloud or Remote Site Data Processing 
Objects StorNext File System stores to the cloud may be processed with cloud-native applications, 
or applications at another site, with no need for any information from or contact with the originating 
StorNext system.

• Sharing and Collaborative Workflows 
Given the proper credentials and access, files stored in the cloud may be copied and used by others, such 
as subcontractors and business partners.

Combined with other StorNext features, complex workflows may be designed to span on-prem and cloud 
applications. For example, files generated locally and stored by StorNext solutions in the cloud may be 
analyzed by a cloud-native application, with results written to a separate bucket. The results bucket may 
be imported back into the StorNext file system namespace using the FlexTier Bucket Import feature, and 
visualization of the results performed on local workstations.

Table 1 - StorNext v6.4 Additional Object Metadata

Metadata Description
Path File path and file name on originating StorNext File System
Segment For very large files stored as multiple objects, the segment number of this object
Offset Pointer to start of data within the file
Mod Time Last modified time of file on originating file system
Copy # StorNext FlexTier™ copy number
Version StorNext FlexTier file version
File Key StorNext internal unique file identifier
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SCRIPTED EXAMPLE - CLOUD DATA RECOVERY USING POWERSHELL
You can see the new StorNext v6.4 File System metadata for an object using network automation and file 
transfer tools like the AWS Console, AWS S3 Browser, or Cyberduck. This is useful if you only have a few 
objects to manipulate, but if you need to handle a lot of objects, it’s better to write a script. This section 
includes a sample script that implements the first use case mentioned above – cloud data recovery. The script 
copies every object from a StorNext File System attached AWS bucket down to the local machine, starting at 
the specified directory root and using the paths and filenames stored by StorNext File System with the objects.

For simplicity, the example uses PowerShell on Windows. Amazon has something called AWS Tools 
for PowerShell that provides easy access to AWS APIs from PowerShell. PowerShell is available 
for Linux and MacOS too, and the basic concepts illustrated below are easily translated to other 
development environments.

For this example, a few files have been stored into an AWS S3 bucket by the StorNext system. Some of 
the files are in a subfolder. In Windows Explorer, the structure looks like this:

If you view the files as they appear on the StorNext system itself, the view is similar:



Accessing StorNext Self-Describing Objects6

If you look at the cloud bucket using Cyberduck (or a similar file transfer application), you see something 
else entirely:

Everything has been collapsed into the flat S3 namespace, so all that is visible are the generated object 
keys. If you select an object and view the metadata, you can see the source path and filename that the 
StorNext File System stored with that object:

The goal of the script is to take the objects shown in this flat view and copy them back down to local files 
on another system, recreating the source directory structure in the process, using the path information 
the StorNext File System has stored in the object metadata. But first, it is necessary to set up AWS Tools 
for PowerShell.

CONFIGURING AWS TOOLS FOR POWERSHELL
Complete documentation for AWS Tools for PowerShell is available here, but the steps below will enable a 
quick start.

1. Start PowerShell

2. Install the AWS Tools Installer: 
Install-Module -Name AWSPowerShell.NetCore

3. Import the AWS PowerShell module into the PowerShell session: 
Import-Module AWSPowerShell.NetCore

https://aws.amazon.com/powershell/
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4. Verify that the PowerShell Execution Policy is set to RemoteSigned using the command Get-
ExecutionPolicy. If it isn’t, use Set-ExecutionPolicy RemoteSigned to set it.

5. Set up the AWS credentials needed to access the bucket: 
Set-AWSCredential -AccessKey YourAccessKeyHere -SecretKey YourSecretKeyHere

THE SCRIPT
The text in the shaded box below is the script that will perform the copy from the StorNext cloud bucket 
down to the target system. Embedded comments explain what each line does.

# Credentials must have been established prior to running this script using ‘Set-AWSCredential’ 
directly or recalling a stored profile

# Set source bucket and destination local path root

$bucket = ‘228868asn64tapeaws’

$localPath = ‘C:\test’

# Scan all objects in bucket, load metadata into array ‘objects’

$objects = Get-S3Object -BucketName $bucket

# Loop through object metadata, pull object keys into array ‘fileName’

foreach ($object in $objects) {

$fileName = $object.Key

# Loop through array ‘fileName’, & for each object key do a few things:

foreach ($file in $fileName) {

# Get object metadata

$Metadata = Get-S3ObjectMetadata -Bucketname $bucket -Key $fileName -Select ‘Metadata’

# Set ‘localFileName’ to SN stored path

$localFileName = $Metadata.Item(‘x-amz-meta-path’)

# Create valid local path including filename

$localFilePath = Join-Path $localPath $localFileName

# URL Decode local path

$localFilePath = [System.Web.HttpUtility]::UrlDecode($localFilePath)

# Download object to local path & name

Read-S3Object -BucketName $bucket -Key $fileName -File $localFilePath }}
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When the script runs, it lists the target filenames of the objects as they are copied:

Viewing the copied files from Windows Explorer, you can see that the filenames have been preserved, 
and the directory structure has been recreated, appended to the target directory root specified in the 
script (c:\test in this example).

This is a very simple example with less than a dozen lines of code, but hopefully it makes clear how 
easy it is to get started leveraging the StorNext File System’s self-describing objects.

CONCLUSION
With StorNext v6.4, self-describing objects make it possible to easily access and re-use data the StorNext 
File System has stored in the cloud. Objects may be accessed ad-hoc using tools such as AWS Console, 
Cyberduck, and AWS S3 Browser. Automated and batch operations are easily scripted using common 
development tools. Use cases ranging from simple cloud DR to complex hybrid and multi-cloud workflows 
are further enabled by this new feature.
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